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1. 2R, BRYFES/ Nature of the Course, Objectives and Mission

Linear algebra is a branch of mathematics that studies systems of linear equations and the properties of
matrices. This course covers linear equations, matrix theory and vector space, emphasizing topics useful in other

disciplines.

The concepts of linear algebra are extremely useful in physics, economics and social sciences, and engineering.
Due to its broad range of applications, linear algebra is one of the most widely taught subjects in college-level

mathematics.

After successfully completing the course, you will have a good understanding of the following topics and their

relations: linear systems, matrix theory and vector space.
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2. BIEEAXRENR/ Basic Course Requirements

e Solve Ax = b for square systems by elimination and determine whether the linear system is
consistent or inconsistent by rank of A .

e  grasp the operations, such as addition, multiplicity, inverse, transpose, of matrix. Find the null space
and range space, rank of a matrix A.

e understand notations such as Linear independence and Linear dependence, basis and dimension of
vector space well.

e  know how to do orthogonalization by Gram-Schmidt.

e know how to find eigenvalues and eigenvectors, Diagonalization. know concepts such as
Symmetric matrices and positive definite matrices.

e  master well-known properties of determinants.

3. HFEHNZBZEERSHE/ Course Contents and Study Hours
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Lectures .
Experience
i Linear Systems 12
.y Vector Spaces 12
o= Map Between Spaces 12
Y Determinants 12
FhEE Similarity 16
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4. (EFHEMEFESEH/ Textbook and Reference Books (Recommended)

1. Linear Algebra, third edition, by J. Hefferon



2. AFirst Course in Linear Algebra, Version 3.50, by R.A. Beezer

3. Elementary Linear Algebra, K.R. Matthews, Univ. of Queensland
# ¥ 753%/ Teaching Method

We use “Lectures+Recitations” to help students master these important subjects.

BRIME 3] E3K/ Extra Learning Requirement

The homeworks are essential in learning linear algebra. They are not a test and you are encouraged to talk
to other students about difficult problems after you have found them difficult. Talking about linear algebra is

healthy. But you must write your own solutions.

BIEEZ S R EEIERE/ Coursework Evaluation

There are four quizzes and I will drop the lowest score of your four quizzes; Each quiz of the three left
will count 10% of your grade. The final exam will be worth 50%. The attendance of class will count 10% of
your grade and the final 10% will come from the homework.

Final Grade=Class attendance(10%)+Homework(10%)+Quizzes(30%)+Final exam(50%).

H =i A8/ Other Information

None
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1. Solving Linear Systems N,
%1% | 2. Linear Geometry J 12
3. Reduced Echelon Form J J
1. Definition of Vector Space N,
% 2% | 2. Linear Independence J 12
3. Basis and Dimension J
1. Isomorphisms N,
2. Homomorphisms N,
s 3 3. Computing Linear Maps N, 19
4. Matrix Operations N,
5. Change of Basis N,
6. Projection N,
¥4 | 1. Definition J 12
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2. Geometry of Determinants J
3. Laplace’ s Formula N N
1. Complex Vector Spaces N,
H 5% | 2. Similarity N N 16
3. Nilpotence N,
4. Jordan Form J
10. 4wl 5 ¥ 4%/ Editor and Verifier
il N\ Editedby: 443,  (Course Lecturer) B 4% N Verifiedby: _ (Program Coordinator)
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